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We present a combined experimental and theoretical investigation of the surprisingly strong

electrostatic effects that can occur in mixtures of low- and high-polar liquids (e.g. oil–water

emulsions), here in the presence of colloidal particles. For our experiments, we used confocal

microscopy imaging, supplemented with electrophoresis and conductivity measurements.

Theoretically, we studied our systems by means of a modified Poisson–Boltzmann theory, which

takes into account image charge effects and the electrostatic self-energies of the micro-ions in the

different dielectric media. Our results show that the unequal partitioning of micro-ions between

the two liquid phases is the common driving force behind most of the observed electrostatic

effects. The structural signatures of these effects typically develop on a time scale of hours to days

and are qualitatively well-described by our theory. We demonstrate how the partitioning process

and its associated phenomena can be controlled by shifting the balance of the interlocked ionic

dissociation and partitioning equilibria. Moreover, we present strong experimental proof that the

two-dimensional colloidal crystals at the oil–water interface are due to long-ranged Coulombic

repulsion through the oil phase. The acquired insight in the role of electrostatics in oil–water

emulsions is important for understanding the interactions in particle-stabilized (‘Pickering’) and

charge-stabilized emulsions, emulsion production, encapsulation and self-assembly.

Introduction

Both oil–water emulsions, with small droplets of one liquid

suspended in the other, and solid particle suspensions are

ubiquitous in nature and industry. The stabilization of these

emulsions and colloidal particle suspensions against phase

separation and aggregation is an ancient problem of great

importance. Whereas ‘emulsifiers’, for instance surfactants

and small particles, are commonly used to prepare stable

oil–water mixtures, solid colloids are often stabilized by a

charge on their surface.1–4

Naturally, it is expected that charges are important for the

particle interactions in high dielectric constant (e) liquids, such
as water (ewater E 80), because there the energetic penalty for

charge separation is small. Lately, however, the focus has

shifted to lower dielectric constant media, in which electro-

statics can also play a surprisingly dominant role.5–11 Espe-

cially the ‘low-polar’ regime (5t et 11)8 has been uncovered

as very interesting for solid particle suspensions, as it is

characterized by a powerful combination of spontaneous

charge dissociation and the possibility of much longer screen-

ing lengths than in water.5,6,10,11

Recently, we discovered that the low-polar regime may well

be as important for emulsions, due to electrostatic effects that

are mostly induced by the difference in the dielectric constant

between the two liquids.12,13 For instance, in our initial

experiments the water phase spontaneously acquired a charge

due to ‘preferential ion partitioning’ (see ‘Results and discus-

sion’), giving rise to charge-stabilized, additive-free, water-in-oil

emulsions. For particle-stabilized (so-called ‘Pickering’14) emul-

sions, we found that image charge effects can bind even ex-

tremely hydrophobic, nonwetting particles to the oil–water

interface. These observations contradict the common belief that

all stable emulsions require emulsifiers and that partial wetting

of the particles is essential for their interfacial binding.1–3

Clearly, the various electrostatic effects directly affect the

structure and stability of both emulsions and colloidal suspen-

sions. This makes them not only of interest for the production

of these particular compounds, but also for the encapsulation

of food and drugs,15,16 colloidal self-assembly,15,17 scientific

model studies18–20 and microfluidics applications (see also ref.

12). Despite this potentially broad impact, electrostatic effects

in emulsions have received little attention before.9,18,21,22

Therefore, in the present report we investigate both experi-

mentally and theoretically the role of electrostatics in

oil–water mixtures in more detail; a study that was initiated

in ref. 12 and 13.
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In particular, we will focus on the generality and tunability

of the ion partitioning process and its associated structural

phenomena in particle-containing oil–water mixtures. We will

also take a closer look at the nature and tunability of the

interactions between the particles that get trapped at the

oil–water interface, forming two-dimensional crystals. We

stress, however, that the ‘out-of-plane’ structure of the colloi-

dal suspension, perpendicular to the oil–water interface, will

be our main focus. Since a pioneering study by Pieranski,19 a

lot of attention has been devoted to the in-plane structure and

particle interactions of the colloidal layer at the interface, but

the out-of-plane structure has largely gone unstudied.

The present combination of experiments and theory pro-

vides a deeper understanding of the electrostatic interactions

between oil–water emulsions and colloids and will open the

way to additional levels of control in the manipulation of these

and related systems.

Experimental

Suspensions

We used polymethylmethacrylate (PMMA, density rPMMA E
1.19 g ml�1) spheres, made by dispersion polymerization,

sterically stabilized with covalently bound poly(12-hydroxy-

stearic acid) and covalently labeled with the fluorophore

rhodamine isothiocyanate (RITC).23 After the synthesis, we

washed the particles extensively with hexane (p.a., Merck) and

petroleum ether (p.a., Merck) to remove any unreacted spe-

cies. The particle radius was 1.08 mm, with a polydispersity of

3%, as determined by static and dynamic light scattering. We

dispersed the dry particles in the index matching organic

solvent cyclohexyl bromide (CHB, rCHB ¼ 1.33 g ml�1,

Z 99%, Fluka) or in a nearly index- and density-matched

mixture of CHB and 27.2% cis-decalin by weight (rdecalin ¼
0.89 g ml�1, 99%, Sigma-Aldrich). The cis-decalin was used as

received, while the CHB was used either as received or after

washing with deionized water and drying with CaCl2 powder

(anhydrous, Z 95%, Baker).

Microscopy samples

All samples were confined to glass capillaries of 0.1 � 1.0 mm

inner dimensions (VitroCom), before studying them by con-

focal scanning laser microscopy (Leica NT or Leica SP2

CSLM).12 To obtain a large oil–water interface, with its

normal perpendicular to gravity, we filled half of the length

of the B5 cm long capillaries with the oily suspension and the

other half with the water phase. For smaller interfaces,

oriented with their normal parallel to gravity, we rinsed the

capillary with the water phase, which left behind droplets on

the walls, and then filled it with the particle suspension. In

some cases, we added NaCl (Z 99%, Baker) or tetrabutyl-

ammonium bromide salt (TBAB, Z 99%, Fluka) to the water

phase. We did this by first preparing a saturated solution and

then diluting this to the desired concentration. The addition of

TBAB to the CHB phase was done in a similar way. In one

case, we replaced the water phase with glycerol (Z 99%,

Sigma-Aldrich), following the same procedures for sample

preparation.

Electrokinetic characterization

To estimate the Debye screening length of the oily CHB

(/decalin) phase we measured its conductivity with a model

627 Scientifica instrument and translated this value into an

ionic strength using Walden’s rule, as we described before.6,12

The viscosities of the CHB solvent and the CHB–decalin

mixture were 2.269 and 2.217 mPa s, respectively (measured

at 25 1C with a Schott ViscoSystem), while the dielectric

constant was 7.9 for the pure CHB24 and 5.6 for the mixture.

The latter value was determined through correlation with the

measured refractive indices of several mixtures and the pure

CHB and cis-decalin solvents.25

To get an idea of the extent of ion transport between the oily

phase and the water (or glycerol) phase we exposed 50 ml of

CHB (/decalin) for 24 h to an equal volume of the other phase

and measured the conductivity of the oily phase both before

and after. We used these bulk values to estimate the ionic

strength of the samples in our microscopy cells, which un-

fortunately were too small to allow for a direct measurement

of the conductivity inside (see also ref. 12).

We determined the magnitude of the particle charge and the

sign of the charge at the water–oil interface by means of

electrophoresis, as described in ref. 12.

Theory

Connected aqueous and oily salt reservoirs

We start our analysis by first considering two separated salt

reservoirs with monovalent ions at concentrations r�,i in a

medium of dielectric constant ei, where i ¼ w, o is short for the

water and oil reservoir, respectively. Without a colloidal

component in the reservoirs, r1,i ¼ r�,i � rs,i for neutrality

reasons. The Debye screening lengths ki
�1 are given by

k2i ¼
4pbe2

ei
2rs;i

where b ¼ 1/kBT, with kB the Boltzmann constant and T the

absolute temperature, and e the elementary charge. We now

assume that the two reservoirs are in diffusive equilibrium,

such that the chemical potentials m�,i of the cations and anions

in the reservoirs satisfy m�,o ¼ m�,w. We write:

m�;i ¼ kBT ln rs;i þ
e2

2eia�
� eci

where the second term on the right hand side is the electro-

static self-energy of the ions, which depends on the ion radius

a�, and where the third term is due to an average electrostatic

potential Ci in reservoir i. We can now consider the linear

combination m1,o þ m�,o ¼ m1,w þ m�,w in order to eliminate

the potentials, thus obtaining

ln r2s;w þ
e2

2ewaþ
þ e2

2ewa�
¼ ln r2s;o þ

e2

2eoaþ
þ e2

2eoa�

from which we conclude that rs,o can easily be many orders of

magnitude smaller than rs,w if eo r 15, for typical sub-

nanometer ionic radii. As a consequence, the Debye screening

length in oil can be much larger than that of water, by three

orders of magnitude. By considering the linear combination
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m1,o � m�,o ¼ m1,w � m�,w we eliminate the ionic densities

and find

e2

2ewaþ
� e2

2ewa�
þ cw ¼

e2

2eoaþ
� e2

2eoa�
þ co

from which we conclude that a nonvanishing electrostatic

potential difference Cw � Co exists for cases where the ionic

radii of the cations and anions are different.

We point out that this primitive model of solvation, invol-

ving a simple expression for the solvation chemical potential,

is sufficient for the present purpose of revealing the interesting

effects and the main mechanisms at work. A detailed quanti-

tative comparison with the experiments will require a more

sophisticated solvation model though, such as that given by

the molecular theory of solvation.26

Poisson–Boltzmann theory

We now consider a planar interface between oil and water in

the presence of (hydrophobic) colloidal particles, like we have

in our experiments. We denote the distance from the interface

by x; the water phase resides at x o 0 and the oil phase at

x 4 0. We imagine the water phase to be in osmotic contact

with the water reservoir discussed above, and the oil phase

with the oil reservoir. We are now interested in the ionic

density profiles r�(x), which we assume to be described by a

Boltzmann distribution:

r�ðxÞ ¼ rs;i expð�beðcðxÞ � ciÞÞ ð1Þ

where C(x) is the yet unknown self-consistent electrostatic

potential, rs,i the ion density and Ci the potential in the

reservoirs.

The density profile of the colloidal particles, r(x), involves
(i) electrostatics, because the colloids are charged, (ii) the

Carnahan–Starling excess chemical potential to describe

hard-core packing effects (of the colloids only), and (iii) an

external potential V(x) that characterizes their hydrophobi-

city.13 The latter is described through the colloid–water and

colloid–oil surface tensions, for which we assume gcw ¼
10 mNm�1 and gco ¼ 1 mNm�1, respectively. Then, following

Pieranski’s geometric argument,19 a colloidal particle of radius

a with its center at x A (�a, a) is subject to the external

potential

VðxÞ ¼ 2pa2ðgcw � gcoÞ 1� x

a

� �
� pa2gwo 1� x2

a2

� �

where gwo ¼ 9.2 mN m�1 is the assumed surface tension of the

oil–water interface.z Similarly, a particle completely immersed

in water, i.e. xo�a, has V(x)¼ 4pa2(gcw–gco)E 106 kBT for a

E 1 mm, and a particle completely immersed in oil, i.e. x 4 a,

has V(x) ¼ 0. The potential V(x) has a deep minimum at x ¼
x* ¼ a(gcw � gco)/gwo � acosy, with y the wetting angle,

provided that |gcw � gco | o gwo. Otherwise, V(x) is monotonic

and we speak of non-wetting. In the calculations presented

here we will assume a small degree of wetting, y E 1681, such

that V(x*) E �103 kBT and V(x o 0) is so large that r(x) E 0

in the water phase, reflecting the strongly hydrophobic char-

acter of our colloids.

If we take into account all the different contributions

mentioned above then the corresponding Boltzmann distribu-

tion reads:

ZðxÞ ¼ Zi expð�bVðxÞ � bmðZÞ � ZbeðcðxÞ � ciÞÞ ð2Þ

where Z ¼ 4pa3r/3 is the colloidal packing fraction, �Z is a

weighted packing fraction (see below) and Z ¼ 450 is the

particle charge, while Zi is set by the imposed colloid density

far from the interface. The set of equations for the unknown

profiles r�(x), r(x), andC(x), eqn (1) and (2), can be closed by

the Poisson equation:

be
d2cðxÞ
dx2

¼ k2i sinh beðcðxÞ � ciÞ �
4pbe2

ei
ZrðxÞ ð3Þ

Donnan equilibrium and boundary conditions

Eqns (1)–(3) form a closed set and can be solved numerically,

once the boundary conditions are specified. If we fix the

colloid density in the bulk oil phase to lim
x!1

rðxÞ ¼ rb , then

electroneutrality dictates that the Donnan potential in the oil

phase, C(N), satisfies

sinhbeð lim
x!1

bðcðxÞ � coÞÞ ¼
Zrb
2rs;o

while in the water phase lim
x!�1

cðxÞ ¼ cw , which follows also

from eqn (3) with r(�N) E 0. Further conditions are the

continuity of the electric displacement field at the interface,

lim
x"0

ew
dcðxÞ
dx

¼ lim
x#0

eo
dcðxÞ
dx

and no electric fields in the bulk phases,

lim
x!�1

dcðxÞ
dx

¼ 0

Non-local density approach

In eqns (2) and (3), we treated the charge and packing fraction

of the colloids ‘locally’: a number density of colloids r(x) at x
was connected to a charge density Zr(x) at x, thereby con-

centrating the charge of the colloids to their center. This

relatively simple approach can be improved by distributing

the colloidal charge such that a colloid centered at x con-

tributes to the charge distribution in the interval x A (x � a,

x þ a). One can write:

ZrðxÞ ¼
Zxþa

x�a

dx0Zrðx0Þwcðjx� x0jÞ

where we take the weight function wc(h) ¼ (2a)�1, propor-

tional to the corresponding colloidal surface area at a distance

h from the center. The weight function is a constant, since the

surface area of a sphere between h and h þ Dh is 2pa2Dh,
independent of the height. In a similar way, we treat the

z Note that we shifted the potential of ref. 19 by an arbitrary constant
for convenience.
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packing fraction

�ZðxÞ ¼
Zxþ2a

x�2a

dxZðxÞwpðjx� x0jÞ

where wp(h) ¼ (12a2 � 3h2)/32a3, taken from ref. 27. The non-

local treatment of the charge density avoids artificial screening

effects between the interface and the colloids close to the

interface, while the non-local treatment of Z assures a physical

maximum to the packing fraction. For more technical details

we refer to ref. 13.

Results and discussion

Ion partitioning and its associated phenomena are general

In ref. 12, we showed how mixtures of the low-polar, oily

organic solvent cyclohexyl bromide (CHB) and water can be

dominated by strong, long-ranged electrostatic effects, mainly

due to the difference in the dielectric constant between the two

phases (eCHB ¼ 7.9 and ewater E 80 at 25 1C). Especially in

mixtures where we added hydrophobic polymethylmethacry-

late (PMMA) particles to the oil phase a variety of electro-

static phenomena showed up readily. Among the observations

were a net positive charge and a dense particle layer at the

water–oil interface, a large zone (50–100 mm) depleted of

particles immediately next to the interface and a body-cen-

tered-cubic Coulomb, or ‘Wigner’, crystal with lattice con-

stants up to 40 mm, further away in the oil phase.

We attributed these phenomena to (preferential) partition-

ing of the micro-ions between the water and oil phases.

Namely, if one considers the electrostatic self-energy, e2/2eia�,
of a monovalent ion in solution, it is clear that ions from the

oil phase should strongly partition into the higher dielectric

constant water phase (see also the Theory section). Moreover,

strong specific interactions, such as hydrogen bonding, en-

hance the affinity for water even further.26,28,29 Differences in

the solvation free energies of different ions then cause unequal

partitioning, or ‘preferential’ absorption, of certain ionic

species, leading to a net charge of the water phase. That this

(preferential) partitioning process can indeed have a pro-

nounced effect on the structure of emulsions and colloids has

recently been confirmed by the theoretical studies of Zwanik-

ken and van Roij.13

Ion partitioning is not specific to the water–CHB couple,

but should be a general phenomenon, occurring as soon as

there is a difference in the dielectric constant between the two

liquid phases (one can easily understand this by equating the

electrochemical potentials in the two phases; see the Theory

section). To illustrate this, we performed an experiment in

which we exchanged the water phase for glycerol (eglycerol ¼
42.5 at 25 1C). As can be seen in Fig. 1, a sharp interface forms

when glycerol is brought into contact with a suspension of

PMMA particles (a ¼ 1.08 mm) in CHB/decalin (a solvent

mixture that nearly matches the refractive index and density of

the particles; eCHB/decalin E 5.6, see the Experimental section).

Moreover, the overall appearance of the sample is very similar

to that seen for PMMA–CHB/decalin suspensions in contact

with water (compare, for instance, with the results in ref. 12 or

the results for a water interface presented further below).

The most notable feature is perhaps the 97 mm wide zone

entirely depleted of particles, that separates the bulk colloidal

Coulomb crystal from the interface. Interestingly, observa-

tions of the direction of electrophoretic motion of freely

floating glycerol droplets in CHB/decalin show that the gly-

cerol phase carries a positive charge; the same sign as the

charge on the colloids, for which we found that Z E þ450
from electrophoretic mobility measurements. The positive

charge of the glycerol phase is due to preferential absorption

of H1 ions from the oil phase, which, together with Br�,

originate from the partial dissociation of the HBr decomposi-

tion product of CHB. Of the ionic species known to be present,

H1 is bound to have the strongest affinity for glycerol, because

its glycerol solvation free energy will contain a large hydrogen-

bonding contribution, which is unlikely to be counterbalanced

by the ion–solvent interactions in the oily CHB/decalin phase.

Besides, solvated H1 likely has a smaller ionic radius than

Br�, if one takes the measured radii in water as an indication:

aH1 ¼ 0.28 nm and aBr� ¼ 0.33 nm30 (the importance of the

ionic radii in the preferential partitioning process follows

directly from the equation for the electrostatic self-energy

given above). In short: the spontaneous charging of the

glycerol phase leads to Coulombic repulsion of the colloidal

particles in the oil phase, thereby giving rise to the observed

depletion effect (in ref. 12 we estimated that a moderate

potential of 100 mV would suffice for this).

At shorter distances from the interface, the particles experi-

ence an attraction to their opposite image charge in the higher

dielectric constant glycerol phase, and get permanently

trapped at the interface. Before, we demonstrated the existence

of this kind of attraction for an oil–water system, by means of

optical tweezers experiments.12 Importantly, the particles that

are bound by image charge attraction do not contribute

significantly to the repulsion that causes the depleted zone,

because their charge is almost entirely cancelled by the image

charge in the glycerol phase. In fact, the particle’s own

countercharge constitutes the image charge: when a charged

colloid approaches the interface, the counterions get absorbed

Fig. 1 Confocal micrograph of PMMA spheres (radius 1.08 mm)

suspended in CHB/decalin (e E 5.6), in contact with glycerol (e E
42.5). Notice the particle monolayer, followed by a large zone depleted

of particles near the glycerol–suspension interface (oriented perpendi-

cular to the plane of the image), as well as the body-centered cubic

colloidal crystal with a large lattice constant in the bulk oil phase. Due

to the curvature of the (2D) interface several particle rows of the

dense-packed monolayer are visible simultaneously, giving it a some-

what broader appearance. The direction of gravity (g) is indicated in

the top-left corner.
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by the higher dielectric constant liquid, due to the ions’

aversion to the oil phase. As a result, the ‘stripped’ oppositely

charged colloids are attracted and bind to the interface. Our

theoretical calculations indicate, though, that the image charge

attraction may not be strong enough to account for the high

density of the interfacial colloidal layer that is often seen in our

experiments, because the electrostatic repulsion between the

interfacial particles increases with the coverage. Possibly, in-

plane correlations between the colloids, a lower particle charge

at the interface due to charge regulation, or a small degree of

wetting of the otherwise very hydrophobic particles (see

ref. 12) could explain the high density.

In connection with this, it is interesting to note that Zwa-

nikken and van Roij13 found that one can also get a depleted

zone wı́thout preferential ion partitioning, in the case that the

particles are strongly bound to the interface by wetting effects.

In this case, the depleted zone is due to a partial deformation

of the usual double-layer structure around the colloids in the

vicinity of the interface. Qualitatively: the strong wetting-

induced binding leads to a very dense layer of colloids, but

now not all of their counterions go to the higher dielectric

constant phase, because the system can lower its free energy by

partially screening the electrostatic repulsions between the

densely packed interfacial particles in the oil phase. Conse-

quently, the charge of the colloidal monolayer is only partially

compensated for by the countercharge in the higher dielectric

constant phase, leading to a repulsion of the colloids in the

bulk oil phase. Note that a similar effect would occur without

wetting if the image charge attraction is strong enough to

overcome the interparticle repulsions, giving a sufficiently

dense colloidal layer at the interface.

In our experiments, the depleted zone is likely caused by a

combination of bulk charge repulsion due to preferential ion

partitioning and colloidal monolayer repulsion due to double

layer deformation. As an illustration, we calculated the dis-

tribution of the micro-ions and the colloids near the glycerol–

CHB/decalin interface, using the (estimated) parameters from

the experiment in Fig. 1 (a1¼ 0.28 nm, a� ¼ 0.33 nm, Z¼ 450

and ko
�1 ¼ 3.6 mm, see below). Our mean-field Poisson–Boltz-

mann approach, as outlined in the Theory section, captures

the preferential ion partitioning, the double layer deformation,

the image charge attraction and any wetting effects. Unfortu-

nately, at present we do not know how large the respective

contributions of image charge attraction and possible wetting

effects exactly are in our experiments (see above). Therefore,

we will simply assume that yE 1681, in order to obtain a clear

demonstration of the effect of double layer deformation. This

choice should give rise to a strong adsorption of the colloids at

the interface, because the associated binding energy is very

large |V(x*) | \ 103 kBT. The estimated image charge binding

energy is significant as well, easily exceeding 102 kBT for

sufficiently long screening lengths, koa o 0.5, as is the case

in our experiments.

Fig. 2 shows the results of the calculation. First of all, from

the inset it is clear that one indeed gets a dense layer of colloids

at the glycerol–oil interface, followed by a region that is

entirely depleted of particles. These results are in qualitative

agreement with the experimental observations, but the extent

of the depleted zone is underestimated, probably because the

Poisson–Boltzmann theory does not take into account the

colloid–colloid correlations, leading to an overestimate of the

pressure exerted by the bulk crystal. Moreover, the predicted

bulk charging due to preferential ion partitioning may be too

low, because we only included the electrostatic self-energies of

the ions and no other contributions like, for instance, hydro-

gen bonding effects (see above; a detailed quantitative com-

parison with the experiments will require a more sophisticated

solvation model, such as that given by the molecular theory of

solvation26). Looking at the micro-ion profiles, we do not only

see a large partitioning-induced density difference across the

glycerol–oil interface, but also a clear charge separation due to

a highly asymmetric distribution of the screening ions around

the interfacial colloidal layer. A considerable fraction of the

countercharge is concentrated in a thin layer inside the gly-

cerol phase, close to the interface.

For comparison, we also calculated the distributions for a

system with a longer Debye screening length, ko
�1 ¼ 10 mm. In

this case, the double layer is even more deformed, with a large

fraction of the counterions of the interfacial colloidal layer

inside the glycerol phase. Nevertheless, the depleted zone is

seen to increase, as compared to the previous case. This is

mostly due to the increase in screening length of the oil phase.

From our calculations, we find that the fraction of screening

ions in the glycerol phase increases rapidly when koa o 1, and

that it becomes more than 50% around koa E 0.1. Note that

in the very small koa limit essentially all the countercharge will

reside inside the glycerol phase, causing the depleted zone to

shrink again, because the absorbed countercharge will largely

cancel the charge of the interfacial colloidal layer. In this case,

only the bulk charge repulsion due to preferential ion parti-

tioning will remain.

Fig. 2 The calculated distribution of negative (r�) and positive (r1)
micro-ions around the glycerol–CHB/decalin interface (at x ¼ 0) and

the packing fraction of colloidal particles near the interface (inset). We

used a1 ¼ 0.8a� ¼ 0.28 nm, Z ¼ 0.003, eo ¼ 5.6 and Z ¼ 450, together

with ko
�1 ¼ 3.6 mm, as in the experiments (solid lines), and ko

�1 ¼
10 mm (dashed lines). In both cases the r1 profiles nearly coincide with

the x-axis for x 4 0 ({10�3 mM). Note that the x-axis has a different

scale below and above x ¼ 0, and that the distances are scaled by the

particle radius, a ¼ 1.08 mm. We subtracted the salt concentration in

the water reservoir on the left y-axis and the salt concentration in the

oil reservoir on the right y-axis to make the charge separation at the

interface clearly visible.
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To conclude this section, we show that the occurrence of

pronounced micro-ion partitioning from the oil phase into the

higher dielectric constant glycerol phase is also confirmed by

our bulk conductivity measurements on as received CHB,

before and after 24 h of exposure to an equal volume of

glycerol (see the Experimental section). In this time, the

conductivity (s) was seen to drop from 6760 to 975 pS cm�1

(Table 1). For the microscopy sample in Fig. 1 we used a

purified CHB/decalin mixture, which at the start of the

experiment had a bulk conductivity of 220 pS cm�1. We

estimate that the ion scavenging activity of glycerol would

eventually bring this down to s E 30 pS cm�1 or less, which

corresponds to a Debye screening length ko
�1

\ 3.6 mm. This

large screening length gives rise to long-ranged repulsions

between the charged colloids in the oil phase, which explains

the relatively large lattice spacing (l ¼ 9.8 mm) of the colloidal

crystal far away from the interfacey. Finally, we point out that
our claim that ion partitioning is a generally occurring process

is further supported by still other experiments, including

studies in which we replaced the oily phase with another

solvent, while maintaining the water phase. For instance, when

chloroform (echloroform ¼ 4.7 at 25 1C) was exposed to water,

its conductivity was seen to drop from 4000 to 1760 pS cm�1

(Table 1).

Time-dependence of the partitioning process and its associated

phenomena

While in ref. 12 we only considered the final, fully equilibrated

state of our microscopy samples, we will take here a more

detailed look at their evolution over time, starting from the

initial stages shortly after preparation. In particular, we will

focus on the time scale of the ion transport process and the

development of the associated structural signatures, like the

depleted zone and the colloidal Wigner crystal.

Fig. 3 shows the interface between an oily colloidal suspen-

sion of PMMA particles in purified CHB/decalin and water,

10 min after preparation (t ¼ 0, Fig. 3a) and 6 h later (Fig. 3b).

Clearly, during this time both the depleted zone and the

spacing in the crystal expanded. At t ¼ 0 the bulk of the

crystal had a lattice spacing l ¼ 7.7 mm and it started B46 mm
from the interface, while 6 h later the depleted zone extended

over 111 mm before giving way to a crystal with l ¼ 15 mm.

From 6 h onwards, the depleted zone and the crystal near the

water–oil interface (within a distance of a few millimeters)

were seen not to change much anymore, but the equilibration

of the entire length of the colloidal suspension (typically 2–

2.5 cm) took one or more days, as indicated by the growing

lattice constant. These observations are in accordance with

ongoing ion scavenging by the water phase. From a compar-

ison with bulk conductivity measurements (Table 1), we expect

the screening length inside the microscopy sample cell to

increase from ko
�1 E 1.4 mm to ko

�1 E 4.6 mm. The

theoretical results in Fig. 4 show that for our experimental

parameters such a change in the screening length will indeed

cause an expansion of the depleted zone, although the actual

extent is underestimated again (see the previous section).

Moreover, electrophoretic measurements on free-floating

water droplets in CHB/decalin indicate that the water phase

developed a net positive charge.

The slowly spreading ‘ionic absorption front’ is readily

visible in the image of Fig. 3a, which was taken shortly after

preparation. While the bulk crystal far from the interface

(right side of the image) at that time still had a lattice constant

of 7.7 mm, close to the interface the spacing had already grown

to 12 mm, without a deterioration of the crystalline order.

Taking the screened Coulomb potential and the estimated

values for the screening length given above, we find an

interaction energy of 1.6 kBT between two neighboring parti-

cles in the bulk crystal at t ¼ 0 and 5.4 kBT after 6 hz. Thus,
the increased screening length is responsible for a higher

interaction energy, and thereby for the observed enhancement

of the crystalline order at later times, despite the larger

Table 1 Bulk measurements of ion partitioning in mixtures of low-
and high-polar solvents (in order of appearance in the text). sstart is the
conductivity of the low-polar phase before contact with the high-polar
phase; sfinal is the conductivity of the low-polar phase after 24 h
exposure to the high-polar phase

Low-polar phase High-polar phase sstart/pS cm�1 sfinal/pS cm�1

CHB Glycerol 6760 975
CHB Water 6760 700
Chloroform Water 4000 1760
CHB Water–NaCl (6 M) 6470 580
CHB Water 6470 478
CHB–TBAB Water 15 320 3210
CHB Water–TBAB (2 M) 6760 420 000

Fig. 3 The interface between a suspension of PMMA particles in

CHB/decalin (e E 5.6) and water (e E 80), 10 min after preparation

(t ¼ 0) (a) and 6 h later (b).

y We assume that the particles interact with a screened Coulomb pair

potential40: VðrÞ ¼ Z2e2

eoð1þkoaÞ2
exp½�koðr�2aÞ�

r
with r being the interparticle

distance.
z Here we assume that the particle charge is constant. Note, however,
that under certain conditions this is not necessarily the case.41
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interparticle spacing. The observed time scale of hours to days

for the ion partitioning process is consistent with diffusion of

the micro-ions towards and across the interface (taking, for

instance, a typical diffusion constant of 3.3� 10�10 m2 s�1 for

an ion with a radius a� ¼ 0.3 nm30).

We point out that in the final, fully equilibrated state the

crystal should have the same lattice spacing throughout.

Obviously, in our experiments the final crystal with its inflated

lattice spacing will contain fewer particles than the starting

suspension. For instance, in Fig. 3 we prepared the suspension

at Z ¼ 0.010, but in the final crystal the packing density was

only Z ¼ 0.002. Naturally, a certain fraction of the particles

ends up in the colloidal layer at the interface, but this can not

explain the big decrease in packing fraction. Apparently, the

particles that are not accommodated in the crystal or at the

water–oil interface were forced towards the sample cell walls,

as the wall coverage was seen to increase over time. This

intriguing observation requires further investigation, because

at present it is not clear what causes the enhanced adsorption

of the particles at the wall. Note that Fig. 4 suggests that the

lower final packing density in our sample actually leads to a

larger depleted zone.

Tuning the charge at the interface

The net charge that the water phase acquires depends on the

final oil–water distribution of all the positive and negative

ionic species that are present. In ref. 12 we demonstrated how

one can tune the charge at the water–CHB interface through

the pH, because H1 and OH� are among the major ionic

species present. Interestingly, the recent theoretical investiga-

tions by Zwanikken and van Roij13 clearly showed that it is

not necessarily the pH (H1/OH� concentration) that controls

the droplet charge. Instead, they found that any ionic species

has the potential to do so, depending on how it distributes

between the oil and water phases. To confirm this experimen-

tally, we looked at the effect that NaCl has when it is added to

the water phase.

In Fig. 5, we dissolved 3.0 M NaCl in the water and again

created an interface with a suspension of PMMA particles in

CHB/decalin. Fig. 5a shows the sample 10 min after prepara-

tion (t ¼ 0) and Fig. 5b is the same sample 6 h later.

Interestingly, whereas the lattice spacing of the crystal was

seen to increase quite dramatically, from 6.7 mm initially to

13.2 mm after 6 h, the depleted zone did not grow very big,

only 19 mm. Bulk conductivity measurements, as well as the

large lattice spacing of the final crystal, indicate that the

presence of NaCl did not stop the ion flux from the oil to

the water phase, though. For instance, when as received CHB

with s ¼ 6470 pS cm�1 was exposed to water saturated with

NaCl the conductivity was seen to drop to 580 pS cm�1, which

is comparable to the effect obtained with deionized water

(sfinal ¼ 478 pS cm�1, Table 1). From this, we conclude that

it is likely not so much the different final screening length in

the oil phase that causes the shrinkage of the depleted zone (as

compared to the sample with pure water), but the change in

the partitioning-induced bulk charge of the water phase.

This conclusion is supported by the results in Fig. 6, where

we calculate the extent d of the depleted zone as a function of

the ratio between the radii of the major cationic and anionic

species present in the system (see the Theory section). More

specifically, we set a1¼ 0.3 nm as the radius of a typical cation

and varied a� for the anion. In our experiments, H1 and OH�

are the major ionic species in the case of pure water, and then

a�/a1 ¼ 1.2; for NaCl a�/a1 ¼ 0.9. Although we do not find

quantitative agreement with the experimental observations,

Fig. 4 The calculated packing fraction of colloidal particles near the

water–CHB/decalin interface (at x ¼ 0) and the extent of the depleted

zone (d) as a function of the Debye screening length in the oily phase

(inset). Note that all distances (x, d, k) are scaled by the particle radius,

a ¼ 1.08 mm. The dashed profiles correspond to the experimental

conditions immediately after sample preparation (ko
�1 ¼ 1.4 mm),

while the solid lines are the conditions found after equilibration (ko
�1

¼ 4.6 mm). We used two different overall packing fractions, Z ¼ 0.01

(black) and Z ¼ 0.002 (gray), and set a1 ¼ 0.8a� ¼ 0.28 nm, eo ¼ 5.6

and Z ¼ 450, as in the experiments. The dotted lines indicate the

experimentally observed packing fractions of the bulk crystal at t ¼ 0

(Zstart) and 6 h later (Zfinal, Fig. 3).

Fig. 5 The interface between a suspension of PMMA particles in

CHB/decalin and water with 3.0 M NaCl, 10 min after preparation

(t ¼ 0) (a) and 6 h later (b).
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the qualitative trend is the same, especially when we assume a

lower particle charge, Z¼ 508. From Fig. 6, it can be seen that

with a decreasing a�/a1 ratio also the extent of the depleted

zone decreases, just like we observe when we add NaCl to the

water phase. This behavior is due to reduced positive charging

of the water phase. In fact, from electrophoresis measurements

we find that the water droplets with 3.0 M NaCl actually carry

a small negative charge.

If we only take into account the electrostatic self-energies of

the ions, one would expect that preferential ion partitioning

results in a negative charge of the high dielectric constant

phase when a�/a1 t 1.0 (see the Theory section). In our case,

the negative charge will already develop at somewhat larger

ratios, though, because the deformed double layers of the

colloids at the interface add extra anions to the water phase.

Obviously, a net negative charge of the water phase will

counteract the repulsion by the interfacial colloidal layer,

reducing the depleted zone, while a positive bulk charge will

increase the depleted zone. However, from Fig. 6 it appears

that for the latter case the extent of the depleted zone saturates

with increasing a�/a1 ratio. This asymptotic behavior can be

explained within the framework of charge renormaliza-

tion:31,32 if the ‘contact’ potential C(a) of the colloidal mono-

layer in the oil phase exceeds several kBT/e, then the

counterions will condense onto the colloidal surfaces, thereby

essentially compensating any sufficiently high water charge.

The larger maximum width of the depleted zone at lower

particle charge, as seen in Fig. 6, is due to the lower contact

potential and the lower osmotic pressure of the bulk crystal.

We find, for the present parameters, that the contact potential

is at most C(a) E 6 kBT/e.

From our experiments and the theoretical predictions it is

clear that the final equilibrium state of the water–oil sample

depends on the dissociation and partitioning equilibria of all

ionic species present. The fact that these equilibria for different

ionic species are coupled to each other makes the picture even

more complicated (e.g., H1 can pair up with both OH� and

Br�). Moreover, one has to keep in mind that the ions do not

only migrate from the oil to the water phase, but can pass the

interface in both directions. The latter becomes immediately

clear when one performs conductivity measurements in the

presence of tetrabutylammonium bromide salt (TBAB), to

take an extreme case as an example. TBAB is frequently used

as a phase transfer catalyst,33 because of its ability to dissolve

in both water (saturation concentration B2 M) and organic

solvents, like CHB (saturation at B300 mM5). Its moderate

solubility in low-polar solvents is due to the relatively large,

organic cation (aTBA1 ¼ 0.54 nm in water30). When we

dissolved a small amount of TBAB in CHB (as received), so

that s ¼ 15 320 pS cm�1, and exposed this to deionized water,

the conductivity dropped to 3210 pS cm�1 (Table 1). Thus,

there was a net ion flux towards the water phase, just like we

saw before with pure CHB and water. In the ‘reverse’ experi-

ment we exposed CHB (as received) with s ¼ 6760 pS cm�1 to

water saturated with TBAB. In this case, the conductivity of

the CHB went off-scale (420 000 pS cm�1). Apparently, there

now was a large net flux of ions towards the CHB phase.

Fig. 7 shows visual proof for the occurrence of ion transport

from the water to the oil phase, as well as the possible effects

associated with it. Shown is the interface between a

PMMA–CHB/decalin suspension and water with 186 mM

TBAB, a couple of minutes after preparation. What one

should know first of all, is that the colloids can reverse their

charge when the TBAB concentration in the oil phase is

sufficiently high (a few tens of mM, depending on the particle

concentration).6,10 We hypothesize that this is the reason for

the band of aggregates that is visible at B85 mm from the

interface. It separates the ‘original’, positive particles from the

ones that have reversed their charge, and thus roughly indi-

cates how far the TBAB had diffused into the oil phase at that

time. Of course, not only the particle charge changes, but also

the screening length, which becomes shorter as the ions diffuse

in. Therefore, it is no surprise that we now find a colloidal fluid

close to the interface, while further away there is a crystal, with

a lattice constant that is likely still the same as at the start of

the experiment (l ¼ 7.8 mm, compared for instance with the

crystal in Fig. 3a, which had a similar spacing at the start of

the experiment).

Fig. 6 The calculated extent of the depleted zone, d, as a function of

the anion radius a� and the particle charge Z. We fix the other

parameters to be a1 ¼ 0.3 nm, eo ¼ 5.6, ko
�1 ¼ 4.6 mm, Z ¼ 0.003

and a ¼ 1.08 mm, which is comparable to the experimental values.

Fig. 7 The interface between a suspension of PMMA particles in

CHB/decalin and water with 186 mM tetrabutylammonium bromide

(TBAB) salt, a couple of minutes after preparation.

8 In general, we find better quantitative agreement between our
theoretical calculations and the experiments when we assume a smaller
particle charge. This is in accordance with earlier observations that for
highly correlated systems the Poisson–Boltzmann theory corresponds
better to more advanced theoretical approaches and Monte Carlo
computer simulations if one assumes a lower charge.42 Moreover, we
did not consider possible charge regulation of the colloids, which could
lower their charge at the interface.
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Nature of the interfacial particle interactions

Finally, we turn our attention to the colloidal particles that are

bound to the water–oil interface. First of all, we point out that

although surface tension effects will often play an important

role in the binding of interfacial particles, we demonstrated in

ref. 12 that image charge attraction alone can be strong

enough to enable the permanent binding of non-wetting

particles to like-charged oil–water interfaces. Thus, image

charge attraction forms an essential ingredient in the full

understanding of particle-stabilized emulsions.

In our experimental system, the interfacial particles form a

dense monolayer (e.g. Fig. 3) or a non-close-packed, two-

dimensional surface crystal (Fig. 8a) with hexagonal symme-

try, depending on the particle concentration in the bulk

suspension. Apparently, at low coverage densities strong

electrostatic repulsion between the interfacial particles leads

to a large lattice spacing. Pieranski pointed out that charged

colloids at a water–oil interface can experience a long-ranged

repulsion due to an effective dipole–dipole interaction.19 This

interaction is due to the asymmetry of the double layer around

the interfacial particle, which induces a dipole normal to the

oil–water interface.19,34–37 However, Aveyard et al. demon-

strated that this repulsion is not strong and long-ranged

enough to give rise to the kind of surface crystals seen here.38

Using optical tweezers, they quantified the repulsive inter-

action potential between charged polystyrene particles,

trapped at the interface between an alkane mixture and

water.18 Based on these measurements, they postulated that

the repulsion primarily arises due to charge–charge inter-

actions through the oil phase, as a result of a small charge at

the particle–oil interface.

Although for a somewhat different experimental system, the

results in Fig. 8 strongly support this latter hypothesis. Shown

are the surfaces of a series of hemispherical water droplets on

the sample cell wall, surrounded by a dilute suspension of

PMMA particles in CHB. The fairly good CHB-solubility of

TBAB salt (see above) allowed us to change the interfacial

particles’ electrostatic interactions through the oil phase in a

very direct way; to the best of our knowledge this has not been

demonstrated before. Thus, in Fig. 8a we used CHB without

any added salt and the estimated screening length ko
�1 E

940 nm, in Fig. 8b CHB with a low concentration of TBAB

such that ko
�1 E 190 nm, and in Fig. 8c a higher TBAB

concentration, resulting in ko
�1 o 135 nm (note that these

estimates are based on bulk conductivity measurements; likely

the actual ionic strength near the water droplet is lower). From

this series, it is clear that increased screening in the oil phase

causes the surface crystal to melt into a (two-dimensional)

colloidal fluid. Likely, this effect was enhanced by a simulta-

neous decrease of the particle charge, because in Fig. 8c some

of the particles had reversed their charge and were attracted to

the other particles (these plus–minus attractions do not yet

occur at the lower TBAB concentration of Fig. 8b).

To make sure that the observed melting transition was not

the result of increased screening in the water phase—due to

partitioning of the TBAB salt—we repeated the experiment

with droplets of NaCl saturated water. Even at this high salt

concentration, the appearance of the droplets remained the

same as that of deionized water droplets, giving nice surface

crystals in the presence of pure CHB (similar to the one shown

in Fig. 8a). Apparently, the repulsion between the interfacial

particles does not (strongly) depend on the screening length

inside the water phase. This observation makes possible

dipole–dipole interactions between partially wetted particles

unlikely as a primary source of the strong interparticle repul-

sion, as those interactions should decrease strongly when the

ionic strength of the water phase is increased.34 Taken together

with the fact that the PMMA particles carry a significant

charge when dispersed in CHB (Z E þ450), we believe the

present observations to be strong evidence that the large lattice

spacing of the surface crystals is due to long-ranged Coulomb

repulsion through the oil phase only.

Conclusions

We have studied in more detail the pronounced electrostatic

effects of which we recently discovered that they can make an

important contribution to the interactions in mixtures of low-

and high-polar liquids, like oil–water emulsions. Combining

experiments and theory, we here developed a better under-

standing of the interactions and structure in oil–water emul-

sions that contain colloidal particles. On the one hand, the new

insights reveal possible pitfalls in the production of stable

(Pickering) emulsions, like repulsive interactions between the

interface and the stabilizing species which could be easily

overlooked. On the other hand, however, they offer new means

Fig. 8 Confocal microscopy images of PMMA particles permanently bound at the interface of hemispherical water droplets on the sample cell

wall (as seen from the oil phase) in (a) pure CHB (e ¼ 7.9), (b) CHB with a low concentration of tetrabutylammonium bromide (TBAB) salt, and

(c) CHB with a high TBAB concentration. The scale bar is the same for all images and the direction of gravity (g) is indicated.
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to control the system, for instance through a judicious choice

of the ionic species that are present. We believe that our

observations are of general importance, because we found

that most of the electrostatic effects in our water/oil-particle

mixtures are due to (preferential) partitioning of the micro-

ions between the two liquid phases. As evidenced by our

theory and experiments, this partitioning process is a general

phenomenon, which occurs as soon as there is a difference in

the dielectric constant between the two liquids.

The ongoing ion scavenging by the high-polar phase sets the

time scale for the development of the characteristic structural

features, which typically evolve over hours to days. On a

qualitative level, the observed colloidal structure normal to

the water–oil interface agrees well with our theoretical calcula-

tions, which predict a partial deformation of the colloidal

double layer in combination with a spontaneous charging of

the water phase (in future work, better quantitative agreement

can likely be achieved by using a more sophisticated molecular

solvation model and by correcting for strong correlations

within the framework of the Poisson–Boltzmann theory).

Experimentally, we have demonstrated that the final net

charge of the water phase depends on the dissociation and

partitioning equilibria of all ionic species present. Moreover,

we showed that one should be aware of the fact that the ions

do not only diffuse from the low-polar phase to the (energe-

tically more favorable) high-polar phase, but that they can

also cross the interface in the opposite direction in order to

obtain a chemical potential balance. In addition, we demon-

strated that the colloidal ‘surface crystals’ at the interface are

due to long-ranged repulsive Coulomb interactions through

the oil phase only, which can be manipulated through the

addition of an oil-soluble salt. To conclude, we point out that

the novel insights presented here will not only be of interest for

the production of Pickering and charge-stabilized emul-

sions,1,3,14,39 but also for the encapsulation of food, drugs

and cosmetics,15–17 as well as colloidal (self-)assembly15,17 and

microfluidics applications.
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