Modeling the Self-Assembly of Organic Molecules in 2D Molecular Layers with Different Structures
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ABSTRACT: If organic molecules are to be used as the active component in devices, self-assembly represents the most attractive route to control the geometric structure and therefore part of the device performance. High-resolution scanning tunneling microscopy measurement combined with density functional theory and Monte Carlo calculations are used to study the stability of self-assemblies of molecules with bonding motifs spanning (nearly) the entire range of intermolecular interaction strengths. Our atomistic model reproduces the experimentally observed crystal structures with subÅngström precision in all cases. In addition, it is able to identify metastable structures through thermodynamic analysis.

INTRODUCTION

The ability to control the properties of surfaces is of key importance for many technologies. One attractive route to achieve this is via the adsorption of organic molecules.1 In particular, molecular layers can impart potentially useful features to surfaces, such as resistance to corrosion, templating, and biocompatibility.2,3 Ordered molecular architectures can give rise to more sophisticated functionalities such as gas sensing,4 molecular machineries,5 and molecular circuitry for electronics.6,7 Both the types of molecules as well as the geometric structure of the final self-assembled layer influence the properties of the material. Hence, structural control is of great importance.

On a surface, the interplay of molecule–molecule and molecule–substrate interactions governs the geometry of the final layer. For example, molecules with different functional groups but the same chemical backbone give rise to different self-assembled structures (vide infra).8 In addition, the same molecule can form multiple structures,9 either because multiple crystals are stable or because a local minimum in free energy is kinetically favored. Specifically, phenomena such as kinetic trapping and pathway complexity can result in the formation of metastable structures, i.e., structures corresponding to local minima in the free energy landscape.10 Such phases are well-known experimentally, and a significant research effort is devoted to circumvent their formation.11−13 On the other hand, control over metastable structures offers an additional avenue to tune the final geometry of the self-assembled phase via experimental parameters, e.g., the cooling rate.14

Considering the vast parameter space and the importance of the structure for the final properties, a method that predicts which structures are thermodynamically stable and which are metastable based on just the chemical composition of the constituent molecules and the substrate used is therefore highly desirable. Thus, far, extracting thermodynamic information from models of molecular self-assembly has received little attention.

Different types of models have been used to simulate self-assembly. This includes models in which molecules are represented as geometric shapes that move on a lattice,9,15−17 the interactions between these shapes are typically described using a set of binding rules extracted from density functional theory (DFT). Alternatively, atomistic models have been devised.18,19 In the absence of chemical reactions, intermolecular interactions are dominated by van der Waals attraction (vdW), Pauli repulsion, and electrostatic forces.1,20−23 Hence, the atomic models should therefore include at least these three interactions.

Here, we present an experimental and theoretical investigation of the self-assembly of molecules with different functional groups (carboxylic acids, nitrile groups, pyridine groups) on weakly interacting surfaces. This results in systems
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with strong, intermediate, and weak electrostatic interactions between molecules, respectively. We developed an atomistic model that accurately describes the forces between molecules based solely on the chemical structure of the molecules. Each atom is assigned a fractional charge, calculated from DFT, and lone pairs are explicitly taken into account. This, together with the vdW and Pauli interactions, is used as input for Monte Carlo (MC) simulations. Both stable and metastable phases are identified. In all cases, the experimentally observed crystal structures are reproduced with a sub-Ångström precision in the lattice parameters.

**RESULTS AND DISCUSSION**

The magnitude of the electrostatic interactions is varied by introducing different functional groups (carboxylic acid, nitrile, and pyridine) to otherwise similar molecules. The structure of the molecules (bis(para-benzoic acid)-acetylene, 1, bis(para-cyanobenzene)-acetylene, 2, and bis(para-pyridine)-acetylene, 3) is given in Figure 1a−c, respectively. The molecules were synthesized according to literature procedures.30−32 For details, see the Supporting Information. Molecules 1−3 were evaporated onto a Au(111) crystal cleaned by several sputter/anneal cycles held at room temperature from a stainless-steel crucible in an e-beam evaporator. In all cases, only one type of molecule was evaporated, and the coverage was below one monolayer. After evaporation the crystal was inserted into a scanning tunneling microscope (STM) (Omicron GmbH) operating at T = 4.5 K located in the same vacuum system. The STM scanner was calibrated using a graphene on Ir(111) sample resulting in a systematic error of approximately 2%.33

All molecules formed at least two different structures on the Au(111) surface, an overview of which is shown in Figure 1. All three types of molecules appear as dumbbells in the STM images. Given the cooling rate of >10 K min−1, it is very likely that some of these structures are metastable.14 For all three molecules a close-packed crystal is observed (Figure 1d−f). All molecules also form self-assembled layers with a lower density (Figure 1g−j). Note that these structures are very different for the different molecules. For 1, patches with honeycomb (Figure 1g) and square (Figure 1j) geometries are observed, whereas for 2 a “fishbone” like structure (Figure 1e) is found. 3 formed multiple lower density structures that contain a significant number of defects, one of which is shown in Figure 1i. In the following, this chiral structure is referred to as the “windmill” structure. Both stereoisomers are observed in equal amounts. As clearly seen in Figures 1d−f, the herringbone reconstruction of the Au(111) surface is visible underneath all crystals. This implies that the interaction between the molecules and the surface is weak, in line with previous experiments on π-conjugated molecules on Au(111).34,35

We now turn our attention to simulations of the self-assembled layers. In the absence of chemical bonding, the geometric structure of a molecule will to first order not change due to self-assembly. Hence, to model self-organization it should be sufficient to take into account only intermolecular interactions.
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interactions; i.e., we treat the molecule as a rigid body. To investigate the stability of the observed structures we propose an atomistic model that includes only vdW, Pauli, and electrostatic forces between atoms. The vdW and Pauli are modeled using parametrized pair potential function from the AMBER force field.\textsuperscript{36} As a starting point to model the electrostatic forces between molecules, we use the model by Hunter and Sanders.\textsuperscript{37} This model accurately describes the packing of aromatic molecules in 3D crystals. The model is illustrated in Figure 2a/b. Each atom that contributes to the \( \pi \)-framework is represented by three point charges (Figure 2b): a positive charge (+1e\textsuperscript{−} for C, +1.5e\textsuperscript{−} for N, +2e\textsuperscript{−} for O) at the location of the nucleus and negative point charges (−0.5e\textsuperscript{−}, −0.75e\textsuperscript{−}, and −1e\textsuperscript{−}) located a distance \( \delta = 0.47 \) Å above and below the nucleus (Figure 2b). The value of \( \delta \) is chosen such that the model reproduces the experimental value of the quadrupole moment of benzene.\textsuperscript{38} We amend the original model by including the H atoms as single-point charges at their atomic positions (Figure 2b). In addition, lone pairs of electrons are explicitly taken into account as additional negative point charges (Figure 2b). The number and position of lone pairs around an atom are determined by its hybridization. In Figure 2c the lone pair configurations for oxygen and nitrogen atoms as used in this paper are illustrated. All lone pairs are located a

---

**Figure 2.** Atomic model to interpret molecular interactions. (a) Two HCN molecules above a weakly interacting surface. (b) Representation of the point charges in two HCN molecules comprising the electrostatic interaction. (c) Positions of the lone-pair electrons on oxygen and nitrogen atoms as used in the model.

**Figure 3.** MC simulations of all molecules showing most stable structures. (a) Snapshot of the simulation of 1 after \( 4 \times 10^6 \) MC cycles at \( T = 500 \) K in a 150 Å \( \times \) 150 Å showing self-assembly. (b) Same as (a), but for 2 and after \( 2.5 \times 10^6 \) MC cycles at \( T = 275 \) K. (c) Same as (a) but for 3 and after \( 10^6 \) MC cycles at \( T = 150 \) K. (d–f) Radial distribution functions extracted from experimental (blue) and simulation (isotension–isothermal ensemble, red) data for close-packed crystals of 1–3, respectively. (g) From left to right: snapshots of simulations starting with experimentally observed honeycomb and square crystals of 1 (after \( 3 \times 10^6 \) and \( 3 \times 10^7 \) MC cycles, \( T = 300 \) K, and \( T = 250 \) K) and the “fishbone” crystal of 2 (after \( 3 \times 10^6 \) MC simulations, \( T = 250 \) K).
distance $\Delta L = 0.47 \text{Å}$ from the positive charge. A sp$^3$ oxygen has one lone pair above and one lone pair below the plane. This can be modeled by including a single lone pair in the plane. The sp$^2$ oxygen has two lone pairs in the plane, separated by $120^\circ$. Nitrogen in a sp hybridization has one lone pair in line with the bonding direction. Finally, a sp$^2$ nitrogen has one lone pair in the plane directly opposite its two bonding partners. The robustness of the model with respect to variations in $\Delta L$ is discussed in the Supporting Information.

In (nearly) all molecules, the electrons are inhomogeneously distributed over space leading to charge polarization. This charge polarization is incorporated by assigning a fractional negative charge of the atom ($-1e^-$ for C, $-1.5e^-$ for N, $-2e^-$ for O, corrected by the VDD charges) by the number of negative point charges surrounding it. For example, the N atom in Figure 2b (VDD: $-0.17e^-$) is modeled by one positive charge of $+1.5e^-$ and three identical negative point charges of $(-1.5-0.17e^-)/3 = -0.443e^-$. In the current implementation of the model, molecule–substrate interactions are not taken into account. Finally, the self-assembly is studied using two-dimensional Monte Carlo simulations in the canonical ensemble (details in the Supporting Information).

Snapshots of the simulation of 1–3 after MC runs of $4 \times 10^5$, $2.5 \times 10^5$, and $2.75 \times 10^5$ cycles are shown in Figure 3a–c, respectively. At the start of the simulations, the molecules were placed randomly in a $150 \times 150 \text{ Å}$ box, and the temperatures were fixed at $T = 500$, 275, and 300 K, respectively. For all molecules, patches of close-packed crystals are observed. Interestingly, for 3 also the lower density windmill structure is observed in the simulations.

To facilitate a comparison between experiment and theory, we determined the radial distribution function, $g(r)$, as well as the lattice parameters from the STM images and MC simulations. The crystals observed in the NVT simulations are rather small, making it difficult to extract meaningful parameters from these simulations. Larger crystals were obtained by using the crystals found in the NVT simulations as input for isotension–isothermal ensemble MC simulations (details in Supporting Information). The radial distribution functions are given in Figure 3d–f. In all cases the peaks overlap, indicating a good agreement. Even in the case of 2,3-naphthalocyanine (4) on Au(111),$^{39}$ where the electrostatic contribution to the intermolecular interaction is virtually zero, our model correctly reproduces the experimentally observed crystal structure (Figure 4). This is further corroborated by the fact that lattice parameters agree to within $0.5 \text{ Å}$ and $2^\circ$ (see Table 1). Hence, our model is able to correctly reproduce the structure of a self-assembled molecular layer for various intermolecular interaction strengths. In all cases our simulations somewhat overestimate (0.1–0.5 Å) the lattice parameters. This may be due to the choice of force field parameters as well as the omission of intramolecular relaxations.

The outcome of the simulations is robust with respect to variations in $\delta$. In addition, we found the influence of a conductive surface, modeled by including image charges, to be negligible. However, the inclusion of lone pairs in our model is critical to correctly reproduce experimental observations. These points are further discussed in the Supporting Information.
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**Figure 4.** Self-assembly of 2,3-naphthalocyanine. (a) STM image of close-packed crystal of 4 taken at room temperature ($V = -1.47 \text{ V, } I = 40 \text{ pA}$). Scale bar: 5 nm. Data courtesy of M. Stöhr. The inset shows the chemical structure of 4. Carbon, hydrogen, and N atoms are indicated in gray, white, and blue, respectively. (b) Self-assembly of 64 molecules after a MC run of $4.5 \times 10^5$ cycles at $T = 100 \text{ K}$. (c) $g(r)$ extracted from the STM images (blue) and MC simulations (purple). The inset shows the unit cell of the molecular crystal.

<table>
<thead>
<tr>
<th>molecule</th>
<th>extracted from</th>
<th>lattice parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>experiments</td>
<td>$a (\text{Å})$ $b (\text{Å})$ $\alpha (\text{deg})$</td>
</tr>
<tr>
<td>2</td>
<td>simulations</td>
<td>$8.1$ $16.3$ $51$</td>
</tr>
<tr>
<td>3</td>
<td>experiments</td>
<td>$8.4$ $16.5$ $50$</td>
</tr>
<tr>
<td>2</td>
<td>simulations</td>
<td>$14.6$ $14.6$ $30$</td>
</tr>
<tr>
<td>3</td>
<td>simulations</td>
<td>$14.9$ $14.8$ $29$</td>
</tr>
<tr>
<td>3</td>
<td>experiments</td>
<td>$12.3$ $12.3$ $32$</td>
</tr>
<tr>
<td>4</td>
<td>experiments</td>
<td>$12.4$ $12.4$ $34$</td>
</tr>
<tr>
<td>4</td>
<td>simulations</td>
<td>$16.1$ $16.1$ $90$</td>
</tr>
<tr>
<td>4</td>
<td>simulations</td>
<td>$16.6$ $16.6$ $90$</td>
</tr>
</tbody>
</table>

$^a$ Standard deviation for all distances and angles: $0.2 \text{ Å and } 1^\circ$, respectively. The uncertainties only reflect the statistical error. The systematic error resulting from an imperfect calibration of the STM scanner is approximately 2%.

It is well-known that not all stable phases form spontaneously in typical MC simulations. Hence, to investigate the stability of the other experimentally observed crystals for 1 and 2, we performed simulations in the canonical ensemble where we start with the experimentally observed crystals. If the simulated crystals quickly transform into another crystal or melt into a gas or liquid, then according to the model they are unstable. If they do not melt, they are either metastable or stable. Figure 3g shows snapshots of these simulations for the honeycomb and square crystal structures of 1 and the fishbone phase of 2 (after $3 \times 10^5$, $3 \times 10^5$, and $3 \times 10^5$ cycles, respectively). Simulations were performed using $T = 300$, 250, and 250 K, respectively. In all cases, the crystals are still intact, indicating that they are at least metastable.

To determine which structures were fully stable and which were only metastable at $T = 0 \text{ K}$, we determined the $T = 0 \text{ K}$ phase diagram using common tangent constructions. In a common tangent construction, the Helmholtz free energy per volume is plotted as a function of the density. In this
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representation, phase coexistence corresponds to a pair of densities for which the tangent lines to this curve have both the same slope and the same intercept, corresponding to equal pressure and chemical potential. Moreover, the stable phase at any given density corresponds to the phase (or coexistence of phases) with the lowest Helmholtz free energy per volume at the density in question. At zero temperature the Helmholtz free energy is simply equal to the potential energy, i.e., \( F = U \). Hence, in Figure 5(a–c) we plot the energy per volume of the crystal phases as a function of the density for molecules 1–3, respectively. We also include a gas phase in these plots. At \( T = 0 \) K, the gas phase is expected to have a very low density, and the molecules do not interact. Hence, the free energy of the gas phase is \( F_{\text{gas}} = U_{\text{gas}} \approx 0 \text{ meV} \). Both the honeycomb and square structures of 1 are clearly above the common tangent line (Figure 5a). Hence, at \( T = 0 \) K the two low density structures of 1 are metastable in our model, and the high density phase is stable. For 2, the “fishbone” structure is higher in energy than the close-packed structure. It is above the common tangent line, indicating it is also metastable. In contrast, for 3 both the “windmill” crystal and the close-packed crystal are fully stable at \( T = 0 \) K. This explains why both phases are observed in the canonical NVT simulations: at the density where the NVT simulations shown in Figure 4c were performed, there is a coexistence of both phases.

**CONCLUSIONS**

In summary, we have investigated the self-assembly of three molecules with a similar backbone but with different functional groups on a weakly interacting surface. The intermolecular electrostatic interactions span nearly the entire energy range. A variety of crystal structures are observed. In addition, we developed a simple model that can be used to study the self-assembly of molecules on a weakly interacting surface. The model includes vdW, Pauli, and electrostatic interactions. The model allows us to establish which self-assembled phases are stable and which ones are metastable. We hope that the availability of a predictive model will help to speed up the research of scientists aiming to synthesize and study self-assembled molecular layers with a particular geometry. We believe that it is possible to expand the applicability of the model by including molecule–substrate interactions. For example it should be straightforward to expand the model described here to also include ionic surfaces. An alternative approach is to use potential energy grid files.
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